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Memory Hierarchy

Why Memory Hierarchy?

• Huge memory works slow
• Small memory works fast
• Use memory hierarchy can make CPU get most data faster



Locality



Memory Reference Patterns



Cache Design
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Cache Block

• Size of Cache Block(or Cache Line)    → Block offset 
• Number of sets                                  → Set index
• Remain bits                                        → Tag
• Associativity(or Way)                         → Number of cache blocks within a set

Cache size = 𝑠𝑒𝑡𝑠 𝑛𝑢𝑚𝑏𝑒𝑟 × 𝑠𝑖𝑧𝑒 𝑜𝑓 𝑏𝑙𝑜𝑐𝑘 × 𝑎𝑠𝑠𝑜𝑐𝑖𝑎𝑡𝑖𝑣𝑖𝑡𝑦



Cache Associative

Direct Mapped Cache



Cache Associative

Direct Mapped Cache Fully Associative Cache



Real exam problem(1)



Cache Write Policy When Hit

only when replace

block1dirty

block2dirty

Write Through
• Write data to cache and next level.

• Cache data and memory is consistent.

Write Back

• Only write cache when CPU writes.

• Write memory when dirty block is replaced.

• Combining multiple writes to one for memory.



Cache Write Policy When Miss

Write Allocation vs Write No Allocation

• Allocation will load data from next level first

• Then allocate a new Cache Block for missing date

• Allocation always combine with Write Back

• No allocation will bypass cache to write memory.

• No allocation always combine with Write Through.



Cache replacement

Cache Replacement Strategies

LRU : Replace the cache block which is used least recently

FIFO : Replace the cache block which is loaded into cache earliest

Random : random select a cache block to replace

Cache Misses Type

• Compulsory : First access to block impossible to avoid

• Capacity : Cache cannot contain all blocks accessed by the program

• Capacity misses are misses that will still occur even if the cache were 

fully associative with LRU replacement

• Conflict : Multiple memory locations mapped to the same cache location

• Conflict misses may not occur if the cache were fully associative with 

LRU replacement



Cache performance

• Hit rate : fraction of accesses that hit in the cache

• Miss rate : 1- Hit rate

• Hit time : time to access cache. 

• Miss penalty : time to replace a cache block from lower level in memory.

• AMAT(Average Memory Access Time): the average time to access memory 

considering both hits and misses in the cache.

• 𝐴𝑀𝐴𝑇 = 𝐻𝑖𝑡 𝑡𝑖𝑚𝑒 +𝑀𝑖𝑠𝑠 𝑟𝑎𝑡𝑒 × 𝑀𝑖𝑠𝑠 𝑝𝑒𝑛𝑎𝑙𝑡𝑦



Real exam problem(2)



Real exam problem(2)

Solution1： 1/4



Real exam problem(3)



Real exam problem(3)

Solution1: 64
Solution2: 3/4
Solution3: Compulsory
Solution4: 3/4
Solution5: 8, 9
Solution 6: 1


